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Abstract - This systematic review evaluates the use of machine 
learning models for predicting type 2 diabetes mellitus using 
electronic health record data. The global increase in the 
prevalence of type 2 diabetes underscores the need for reliable 
early prediction methods that can identify individuals at risk 
before disease onset. Machine learning provides an opportunity 
to improve predictive performance by uncovering complex 
relationships in clinical data that traditional statistical 
approaches may not capture. To assess progress in this area, a 
comprehensive search of the Scopus and PubMed databases was 
conducted to identify relevant studies published between 
January 2020 and October 2025. A total of 329 records were 
retrieved, and 13 studies met the inclusion criteria following a 
structured screening and quality assessment process. Data were 
extracted on model type, dataset characteristics, and reported 
outcomes. The reviewed studies showed that ensemble models 
and deep learning architectures generally achieved stronger 
predictive performance than single classifiers. Common 
predictors identified across studies included fasting plasma 
glucose, HbA1c, triglycerides, body mass index, age, and lipid 
measures. Although most models demonstrated high 
discrimination, key methodological limitations persisted, 
including insufficient external validation, inconsistent 
performance reporting, and limited transparency in data 
processing. The findings suggest that machine learning applied 
to electronic health record data offers significant potential for 
the early detection of type 2 diabetes; however, clinical adoption 
will require standardized evaluation frameworks, robust 
validation across diverse populations, and improved model 
interpretability to ensure trustworthy and equitable 
implementation in healthcare settings. 
Keywords: Machine Learning, Type 2 Diabetes Mellitus, 
Electronic Health Records, Predictive Modeling, Ensemble 
Models, Deep Learning 

I. INTRODUCTION

Type 2 diabetes mellitus (T2D) is a chronic metabolic 
disorder characterized by impaired insulin secretion and 
resistance to insulin action, leading to persistent elevation of 
blood glucose levels [1]. It develops gradually and causes 
progressive damage to major organs such as the heart and 
kidneys, resulting in increased mortality and reduced quality 
of life [2]. The International Diabetes Federation (IDF) 
reports that approximately 537 million adults worldwide 
were living with diabetes in 2021, and this number is 
projected to rise to around 783 million by 2045 [3]. The 
growing prevalence of T2D presents a major global health 

challenge, placing significant social and economic strain on 
healthcare systems [4], [5]. 

Early detection and accurate risk prediction are essential for 
controlling the progression and complications of T2D, yet 
they remain difficult to achieve in practice. Many patients are 
diagnosed only after substantial organ damage has occurred, 
limiting the effectiveness of preventive interventions [6]. The 
rate of disease progression varies widely among individuals 
due to genetic, metabolic, lifestyle, and environmental 
differences [7]. This variability complicates efforts to 
forecast disease trajectories and hinders the personalization 
of treatment. Therefore, predictive models that can identify 
individuals at high risk of developing T2D are needed [8]. 

Traditional statistical approaches, such as survival analysis 
and Cox proportional hazards models, have provided 
valuable insights into diabetes risk factors [9]. However, 
these models depend on predefined mathematical 
assumptions and often fail to capture the nonlinear and 
multidimensional relationships present in real-world clinical 
data [10]. The increasing availability of detailed patient 
information through electronic health records (EHRs) has 
revealed the limitations of traditional approaches in 
exploiting data complexity and temporal dynamics [11]. 

Machine learning (ML), a subset of artificial intelligence 
(AI), offers an effective way to overcome these challenges. 
ML algorithms learn patterns directly from data without 
explicit programming and can model complex interactions 
among multiple variables [12], [13]. In diabetes research, ML 
has been applied to risk prediction, glycemic trend 
forecasting, and complication detection [14]. Compared with 
conventional models, ML methods can integrate large and 
diverse datasets, identify nonlinear relationships, and 
enhance predictive performance [15]. When applied to EHR 
data, ML enables dynamic, individualized risk prediction and 
supports a shift from reactive to preventive healthcare [16]. 

EHR data contain longitudinal information on patient 
demographics, laboratory results, diagnoses, prescriptions, 
and lifestyle indicators [17]. These records capture disease 
progression over time and allow ML models to learn from 
repeated observations. Integrating ML with EHR data has 
shown considerable promise in identifying subtle 
physiological and behavioral changes that precede clinical 
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diagnosis, enabling earlier intervention and improved patient 
outcomes [18]. 

A wide range of ML algorithms has been used for T2D 
prediction, including logistic regression, decision trees, 
random forests, support vector machines, neural networks, 
and ensemble methods such as gradient boosting [19], [20]. 
Deep learning architectures, particularly convolutional and 
recurrent neural networks, extend this capability by 
identifying hierarchical and temporal patterns in longitudinal 
data [21]. Although many models demonstrate strong 
predictive performance, challenges such as missing data, 
model interpretability, overfitting, and lack of external 
validation limit their translation into clinical practice [22]. 

Despite these advances, existing studies on ML-based 
prediction of T2D using EHR data remain fragmented and 
methodologically diverse. Variations in study design, 
validation strategies, and reporting standards make it difficult 
to compare findings or determine which approaches are most 
reliable for clinical application [23]. A systematic review is 
therefore warranted to consolidate current evidence, assess 
methodological rigor, and identify key gaps that limit clinical 
application. 

A. Rationale

T2D is a multifactorial condition characterized by substantial 
variation in onset, progression, and outcomes. Conventional 
statistical methods, while valuable, have limited capacity to 
capture the complex and dynamic patterns present in clinical 
data. EHRs contain detailed longitudinal information that 
reflects the temporal evolution of patient health, creating new 
opportunities for building more accurate predictive models of 
disease risk. ML models can use such data to detect complex 
interactions, handle incomplete or heterogeneous 
information, and produce individualized risk predictions. 
Despite growing interest in this area, existing evidence 
remains dispersed across studies that differ in datasets, 
algorithms, and evaluation strategies, making comparisons 
difficult and conclusions uncertain. A systematic review 
focused specifically on ML models using EHR data for T2D 
prediction is therefore needed to consolidate current 
knowledge, evaluate methodological quality, and identify 
research gaps that must be addressed to advance clinically 
applicable predictive systems. 

B. Objectives

This systematic review aims to evaluate existing research on 
the application of machine learning models for predicting 
T2D using EHR data.  
The specific objectives are: 
1. To identify the machine learning techniques used for

predicting T2D using EHR data.
2. To evaluate the predictive performance of these models

across reported studies.
3. To summarize the key predictors of T2D identified across

studies.

4. To assess the methodological strengths and limitations
that influence the reliability and clinical applicability of
these models.

II. METHODOLOGY

This review followed a systematic and transparent approach 
to identify, select, and analyze studies that developed ML 
models for predicting T2D using HER data, in accordance 
with the Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses (PRISMA) guidelines. 

A. Eligibility Criteria

The selection of studies was guided by the PICOS 
(Population, Intervention, Comparison, Outcomes, and Study 
Design) framework to ensure a structured and transparent 
inclusion process. 
1. Population: Adults aged 18 years and older, with or

without a diagnosis of T2D, who’s clinical, demographic,
or laboratory data were available in EHRs.

2. Intervention: Studies that applied machine learning
algorithms to predict the risk of T2D using EHR data.

3. Comparison: Studies comparing different machine
learning algorithms for predicting T2D.

4. Outcome: Studies that reported predictive performance
results for T2D prediction.

5. Study Design: Observational studies that developed or
validated ML models using EHR data.

B. Inclusion Criteria

1. Adults aged 18 years and older.
2. Studies applying ML algorithms for T2D prediction

using EHR data.
3. Studies reporting predictive performance metrics.
4. Peer-reviewed, full-text articles published in English

between 2020 and 2025.

C. Exclusion Criteria

1. Studies on type 1 or gestational diabetes.
2. Studies not using ML methods or not based on EHR data.
3. Reviews, editorials, conference abstracts, or unpublished 

works.
4. Non-English articles or studies without full-text access.

D. Information Sources

A wide-ranging literature search was carried out using 
Scopus and PubMed to obtain a comprehensive collection of 
relevant studies for this systematic review. This approach 
ensured a broad and balanced representation of research from 
both biomedical and computational fields. The last search 
date was 19 October 2025. 

E. Search Strategy

A comprehensive literature search was conducted to identify 
relevant studies on ML models developed for predicting T2D 
using EHR data. The search strategy combined predefined 
keywords with Boolean operators to capture all studies 
within this scope. The main search terms included type 2 
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diabetes, machine learning, deep learning, artificial 
intelligence, data mining, predictive model, classification 
model, supervised learning, and electronic health records. 
Filters were applied to restrict results to articles published 
between January 2020 and October 2025, written in English, 
and classified as original research. 

A search of articles using the following query string on 
Scopus resulted in 204 documents. TITLE-ABS-KEY ( ( 
"machine learning" OR "deep learning" OR "artificial 
intelligence" OR "data mining" OR "predictive model*" OR 
"classification model*" OR "supervised learning" ) AND ( 
"type 2 diabetes" OR "T2DM" OR "diabetes mellitus type 2" 
) AND ( "electronic health record*" OR "EHR" OR "clinical 
record*" OR "medical record*" OR "healthcare data" OR 
"patient data" ) AND ( "prediction" OR "risk assessment" OR 
"diagnosis" OR "prognosis" ) ) AND PUBYEAR > 2019 
AND PUBYEAR < 2026 AND ( LIMIT-TO ( SUBJAREA , 
"MEDI" ) OR LIMIT-TO ( SUBJAREA , "COMP" ) ) AND 
( LIMIT-TO ( PUBSTAGE , "final" ) ) AND ( LIMIT-TO ( 
SRCTYPE , "j" ) ) AND ( LIMIT-TO ( LANGUAGE , 
"English" ) ) 

A search of articles using the following query string on 
PubMed database resulted in 125 documents. (("machine 

learning"[All Fields] OR "deep learning"[All Fields] OR 
"artificial intelligence"[All Fields] OR "data mining"[All 
Fields] OR "predictive model*"[All Fields] OR 
"classification model*"[All Fields] OR "supervised 
learning"[All Fields]) AND ("type 2 diabetes"[All Fields] 
OR "T2DM"[All Fields] OR "diabetes mellitus type 2"[All 
Fields]) AND ("electronic health record*"[All Fields] OR 
"EHR"[All Fields] OR "clinical record*"[All Fields] OR 
"medical record*"[All Fields] OR "healthcare data"[All 
Fields] OR "patient data"[All Fields]) AND ("prediction"[All 
Fields] OR "risk assessment"[All Fields] OR "diagnosis"[All 
Fields] OR "prognosis"[All Fields])) AND ((medline[Filter]) 
AND (fha[Filter]) AND (humans[Filter]) AND 
(english[Filter]) AND (2020:2025[pdat])) 

F. Data Management
All articles retrieved from the database searches were 
exported in RIS (Research Information Systems) and NBIB 
(National Library of Medicine Bibliographic) file formats 
from Scopus and PubMed, respectively, and imported into 
Rayyan, a web-based platform designed for systematic 
review management. The platform features an integrated 
artificial intelligence component that facilitates efficient 
article screening and organization. 

Fig.1 The Screened Studies Documented Using PRISMA Flow Diagram 

G. Study Selection

The study selection process was conducted using Rayyan, a 
web-based tool for managing systematic reviews. Titles and 
abstracts were screened for relevance based on the inclusion 
criteria, and full-text articles of potentially eligible studies 
were assessed for final inclusion. 
H. Data Extraction
The study’s data collection process focused on gathering 
essential information from all included research articles. This 

involved extracting details such as study characteristics, ML 
algorithms applied, and key findings. Each study was 
examined carefully to ensure that the extracted information 
accurately reflected the reported methodology and outcomes. 
The purpose of this process was to compile reliable evidence 
on how ML models have been developed and applied for 
predicting T2D using EHR data. 
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I. Risk of Bias

A detailed assessment of potential bias was conducted to 
ensure the reliability of this review. As the sole reviewer, the 
evaluation followed recognized standards relevant to the 
included study designs. Studies that did not meet the 
eligibility criteria or showed poor alignment between 
objectives, methods, and outcomes were excluded. A broad 
search across multiple databases minimized selection bias, 
and any uncertainties were resolved through careful re-
examination and reference to supporting literature. 

III. RESULTS

A total of 329 studies were identified through database 
searches, comprising 204 from Scopus and 125 from 

PubMed. After removing 77 duplicates and 8 automatically 
ineligible records, 244 studies remained for title and abstract 
screening. During this stage, 216 studies were excluded for 
not meeting the inclusion criteria, leaving 28 studies for full-
text review. Following detailed assessment, 6 studies could 
not be retrieved, and 9 were excluded for not meeting the 
eligibility requirements. Consequently, 13 studies met all 
inclusion criteria and were included in this systematic review. 

The included studies, published between 2020 and 2025, 
examined the use of machine learning techniques for 
predicting type 2 diabetes using electronic health record data. 
Table I presents a summary of the included studies, outlining 
their algorithms, performance metrics, and key findings. 

Fig.2 Frequency of Key Predictors of T2D Reported Across Included Studies 

A. Summary of Findings

This review analyzed 13 studies published between 2020 and 
2025 that applied machine learning to predict T2D using 
EHR data. The reviewed evidence shows a steady evolution 
in modeling techniques and methodological rigor. Earlier 
studies mainly used logistic regression and support vector 
machines because of their simplicity and interpretability [27], 
[29]. More recent work adopted ensemble methods such as 
random forest and XGBoost, which achieved stronger 
discrimination and handled complex relationships within 
clinical data more effectively [26], [28]. Deep learning 
models, including convolutional and recurrent neural 
networks, were also applied to longitudinal datasets, allowing 
them to capture temporal patterns that reflect disease 
progression. However, these models required large and 
diverse datasets to remain stable and often demanded 
substantial computational resources. Model performance 
varied across the reviewed studies. Ensemble and deep 
learning approaches generally performed better than single 
classifiers, particularly when supported by feature selection, 
data balancing, or augmentation methods. Studies that 
combined multiple data sources, such as laboratory results, 
clinical notes, and wearable sensor records, achieved 
improved robustness and reliability [24], [33]. Despite these 
advances, most models were validated only internally, with 

very few performing external validation using independent 
datasets. This limitation reduces confidence in their 
generalizability. In addition, variations in performance 
metrics and the absence of calibration analyses made it 
difficult to compare model reliability across studies. The 
studies also identified a group of predictors that appeared 
consistently and aligned with established evidence on 
diabetes risk. Triglycerides, HbA1c, fasting glucose, body 
mass index, high-density lipoprotein cholesterol, age, and 
blood pressure were the most frequently reported predictors. 
These findings demonstrate that machine learning can detect 
both established and emerging risk indicators of T2D. 

Methodological quality varied across studies. Those using 
large datasets, addressing class imbalance, and clearly 
describing variable selection tended to achieve more stable 
and accurate outcomes [29], [30]. However, others provided 
limited detail on data preparation, handling of missing 
values, or bias management, reducing transparency and 
reproducibility. Deep learning studies rarely addressed 
computational efficiency or implementation feasibility [27]. 
Although explainable artificial intelligence improved 
interpretability in some models, inconsistent reporting and 
limited validation remain key challenges that restrict the 
clinical application of these approaches. 
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TABLE I SUMMARY OF INCLUDED STUDIES 

S/N Author(s) Year ML Technique(s) Key Findings Accuracy AUC 

1 Ding et al. 
[24] 2024 

Large Language 
Multimodal Model 

(LLMM) 

The proposed LLMM integrated textual clinical notes with laboratory data 
from 5 of EHRs to predict new-onset T2D. The multimodal approach 
outperformed unimodal ML models. It provided interpretable predictions 
using SHAP analysis, revealing clinically meaningful features such as 
glucose, HbA1c, hypertension, and age as key risk factors for early 
diabetes detection. 

0.93 0.93 

2 Shrestha  
et al.  [25] 2022 

Support Vector Machine 
(SVM) with Radial Base 
Function (RBF) Kernel 
and Long Short-Term 

Memory (LSTM) Layer 

The SVM with RBF and LSTM layer model improved prediction of T2D 
onset using EHR datasets compared with standard ML models. Integrating 
temporal learning through the LSTM layer and nonlinear mapping via the 
RBF kernel enhanced classification accuracy and AUC while reducing 
processing time. The model achieved stable performance across multiple 
datasets, demonstrating its suitability for practical diabetes risk prediction 

0.86 0.83 

3 Bernstorff  
et al.  [26] 2024 XGBoost and regularized 

Logistic Regression 

The XGBoost model accurately predicted T2D onset in patients with 
mental illness using routine EHR data, identifying high-risk individuals 
up to 5 years before diagnosis. It outperformed logistic regression, 
showing stable performance across age and sex groups. Key predictive 
factors included HbA1c, triglycerides, weight, and HDL levels, reflecting 
strong alignment with known metabolic indicators of diabetes risk. 

N/A 0.84 

4 Alix et al.  
[27] 2021 

Logistic Regression 
 
 
 
 

A logistic regression model was developed using laboratory EHR data 
from over 13,000 Canadian patients to support an online diabetes risk 
prediction tool. The model identified fasting glucose, BMI, triglycerides, 
and HDL as the strongest predictors of T2D. It demonstrated reliable 
calibration and discrimination, enabling early risk estimation in primary 
care through an accessible, clinically interpretable web interface. 

N/A 0.74 

5 Liu et al.  
[28] 2025 Random Forest, Logistic 

Regression, and XGBoost 

Using a 10-year EHR dataset of healthy adults, the XGBoost model 
achieved the highest performance for predicting future T2D incidence. 
The model identified HbA1c, fasting glucose, weight, free thyroxine 
(fT4), and triglycerides as the most influential predictors. The findings 
highlighted the previously underexplored role of thyroid hormone in 
diabetes risk assessment and demonstrated the clinical potential of ML-
based prediction for early identification and prevention in primary care. 

0.98 0.92 

6 Bernardini  
et al. [29] 2020 

Sparse Balanced Support 
Vector Machine (SB-

SVM), Support Vector 
Machine, Random Forest, 
Decision Tree, K Nearest 

Neighbor, Logistic 
Regression, MultiLayer 
Perceptron, Deep Belief 

Network 

The SB-SVM model predicted high-risk and potentially undiagnosed T2D 
cases from EHR data by managing class imbalance and high-dimensional 
features without additional feature selection. It achieved higher recall and 
AUC compared with standard ML and deep learning models. The model 
used sparsity to highlight clinically relevant predictors such as HbA1c, 
blood pressure, and lipid disorders, supporting clearer understanding of 
key factors associated with T2D risk. 

N/A 0.91 

7 
García-
Domínguez 
et al. [30] 

2023 
Random Forest with 

Generative Adversarial 
Network (GAN) 

GANs were applied to generate synthetic clinical data for patients with 
and without T2D, addressing data scarcity in EHR-based research. The 
augmented dataset was used to train a Random Forest model, which 
achieved improved diagnostic performance compared with models trained 
on real data alone. The study demonstrated that GAN-based data 
augmentation enhanced classification robustness and sensitivity while 
maintaining data integrity, suggesting its potential for strengthening ML-
driven T2D diagnosis in limited clinical datasets. 

0.96 0.96 

8 Kang et al. 
[31] 2025 

Logistic Regression-based 
nomogram with LASSO 

feature selection 

Using EHR data from patients with Chronic Obstructive Pulmonary 
Disease, LASSO regression identified 7 significant predictors of T2D, 
including PCO₂, neutrophil count, C reactive protein, erythrocyte 
sedimentation rate, bilirubin, triglycerides, and BMI. These variables were 
used to develop a Logistic Regression model that showed good 
calibration, discrimination, and stable performance after internal 
validation. 

N/A 0.80 

9 Perveen  
et al. [32] 2020 

Hybrid Hidden Markov 
Model enhanced with 

Newton’s Divided 
Difference Method 
(HMM–NDDM) 

The study developed a hybrid HMM NDDM model using EHR data to 
predict the risk of developing T2D over multiple time periods. The 
NDDM component addressed irregular and sparse clinical data before 
HMM training. Logistic regression was used to identify key predictors 
including HbA1c, fasting glucose, triglycerides, HDL, LDL, and BMI. 
The hybrid model achieved higher discrimination than the standard HMM 
across all prediction horizons, showing reliable estimation of diabetes risk 
in longitudinal patient records. 

N/A 
 
0.81 

 

10 Ha et al.  
[33] 2025 

Ensemble model 
combining XGBoost, 

CNN, LSTM with GAN-
based data augmentation 

A stacking ensemble combining XGBoost, CNN, and LSTM improved 
early diabetes prediction using EHR, hospital, and wearable data. GAN 
based augmentation reduced data imbalance, and SHAP analysis 
identified glucose, BMI, C peptide, insulin, age, and blood pressure as key 
predictors. The model achieved higher accuracy and interpretability than 
single algorithms. 

0.90 0.92 

11 
Deberneh 
and Kim 
[34] 

2021 

Logistic Regression, 
Random Forest, Support 

Vector Machine, 
XGBoost, and Ensemble 

Models (Soft Voting, 
Stacking) 

Using 6 years of EHR data, features were selected through ANOVA, chi 
squared tests, and recursive feature elimination. The Soft Voting ensemble 
achieved the best performance, identifying fasting plasma glucose, 
HbA1c, triglycerides, BMI, gamma GTP, age, and uric acid as key 
predictors. It showed improved discrimination and stability for one-year 
T2D prediction compared with single models. 

0.73 N/A 
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12 Al-Hussein 
et al. [35] 2025 

Multiple Linear 
Regression, Artificial 

Neural Network, Random 
Forest, Support Vector 

Regression, Decision Tree 
Regression 

The Random Forest model achieved the best performance for predicting 
the age at onset of T2D using EHR data from 1,000 patients in Saudi 
Arabia. Feature importance analysis identified triglycerides, total 
cholesterol, HDL, BMI, systolic blood pressure, white blood cell count, 
ferritin, and vitamin D as key predictors. 

0.97 N/A 

13 
 Muthu and 
Suriya  
[36] 

2023 K-Nearest Neighbor 

The study applied the KNN algorithm to EHR and clinical datasets, 
including the Pima Indian Diabetes dataset, to classify individuals as high 
or low risk for T2D. Data were preprocessed through normalization, 
outlier removal, and k fold validation to improve reliability. The model 
demonstrated stable predictive performance, showing that KNN can 
effectively identify T2D risk when datasets are well scaled and balanced. 

0.70 N/A 

 
IV. DISCUSSION 

 
The findings of this review indicate that ML has improved 
the prediction of T2D using EHR data. Ensemble and deep 
learning models achieved higher predictive accuracy than 
traditional algorithms because they can capture complex and 
time-dependent relationships among clinical variables. These 
models were able to identify nonlinear interactions that 
conventional statistical techniques often overlook. Despite 
these improvements in predictive performance, their 
application in clinical settings remains limited. Most studies 
relied on internal validation, in which models were tested on 
the same datasets used for their development. This limits 
confidence in how well they would perform in new 
populations or across different healthcare systems. Several 
studies also omitted calibration analysis, which assesses 
whether predicted probabilities align with observed 
outcomes. Without this evaluation, a model may display 
good discrimination yet provide inaccurate estimates of 
patient risk. The absence of consistent evaluation metrics and 
transparent performance reporting further constrains 
comparability across studies and limits the assessment of 
reliability. 
 
Overall, the reviewed evidence suggests that the increase in 
predictive accuracy has not been accompanied by 
comparable methodological consistency or readiness for 
clinical implementation. Stronger external validation using 
independent datasets is required to confirm model stability 
and generalizability. Standardized reporting of performance 
metrics and calibration results would enable meaningful 
comparison between studies. Attention to model 
interpretability and clarity in describing data processing 
procedures is also essential to improve transparency and trust 
among clinical users. Collaborative development between 
data scientists and healthcare practitioners will be critical to 
producing ML models that are accurate, reproducible, and 
suitable for integration into healthcare practice. 
 

V. CONCLUSION 
 
This systematic review examined the use of machine learning 
models for predicting type 2 diabetes mellitus using 
electronic health record data, highlighting that ensemble and 
deep learning approaches demonstrated stronger predictive 
performance than traditional methods because they can 
capture complex and nonlinear clinical relationships. The 
findings revealed common risk indicators such as fasting 
glucose, HbA1c, triglycerides, and body mass index, 

confirming their consistent relevance across models. 
However, major methodological limitations were identified, 
including limited external validation, inconsistent 
performance reporting, and insufficient model calibration, 
which restrict confidence in reliability and hinder clinical 
translation. To advance practical application, future research 
should emphasize methodological standardization, 
transparent evaluation, inclusion of diverse populations, and 
the use of interpretable machine learning techniques to 
improve clarity and clinical trust. The study establishes that 
machine learning applied to electronic health records has 
strong potential for early diabetes risk prediction but requires 
rigorous validation and transparency to support dependable 
use in healthcare decision-making. 
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