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Abstract - The Curve let Transform gives better performance 

in terms of PSNR. Face recognition is very important for many 

applications such as: video surveillance, criminal investigations 

and forensic applications, secure electronic banking, mobile 

phones, credit cards, secure access to buildings. The curvelet 

transform is a multi scale directional trans-form, which allows 

an almost optimal non adaptive sparse representation of objects 

with edges. Curvelet have also proven useful in diverse fields 

beyond the traditional image processing application

Keyword:  Image processing, Curve let transform, Wavelet 

Transform.

I. Introduction

	 In the field of Image processing different types of method 
can be use for the analysis of image in different field such 
as De noising, Compression, Face recognition, Bio medical 
application etc. These analysis of image is based on the 
different types of transform is Fourier transform, Wavelet 
Transform, Curve let transform, Now-a-day Wavelet and 
Curvelet transform is used in all field of image processing. 

A. Digital Image Processing System

A typical digital image processing system consists of image
segmentation, feature extraction, pattern recognition, and 
thresholding and error classification. Image processing aims 
at extracting the necessary information from the image. The 
image needs to be reduced to certain defining characteristics 
and the analysis of these characteristics gives the relevant 
information shows a process flow diagram of a typical digital 
image processing system, showing the sequence of the 
operations.
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B. Wavelet Transform

In the field of signal processing we can get time  - Amplitude
representation of signal but this is not properrepresentation of 
signals. For proper representation, we use frequency domain 
representation, but in the Fourier transform analysis time 
information is not obtained. To overcome this drawback of 
Fourier transform wavelet transform are used, Wavelets are 
functions defined over a finite interval and having an average 
value of zero. The basic idea of the wavelet transform is to 
represent any arbitrary function (t) as a superposition of a set 
of such wavelets or basic functions. These basic functions or 
baby wavelets are obtained from a single prototype wavelet 
called the mother wavelet, by dilation and translation 
operation. Discrete Wavelet Transform of a finite length 
signal s(n) having N components, for image is expressed by 
an N x N matrix. 

C. Curvelet Transform

To overcome the draw back of Wavelet Transform, curve let 
Transform is developed, Curve let Transform is very effective 
modal that not only consider a multi scale Time – Frequency 
local portion but also make use of the direction of features. It 
was developed by Candes and Donoho in 1999,there are two 
types of Curvelet transform is unequally spaced Fast Fourier 
Transform and wrapping based fast Curve let Transform, 
in curve let transform the width     and length are related 
by the relation  Width~ Length 2 that is known as parabolic 
or anisotropic scaling . Moreover, frame elements in curve 
let indexed by scale, location and orientation parameters in 
contrast to wavelets where elements have only scale and 
location. This transform can we used for both continuous and 
digital domain. In this angle polar wedges or angle trapezoid 
window is used in frequency domain .Initially construction 
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of Curve let transform is redesigned as fast discrete Curve 
let transform (FDCT) by Candes in 2006.This is second 
generation curve let transform is meant to be simpler to 
understand and use . DCT can be implemented by wrapping 
based fast discrete curve let at a given scale. At a given 
scale and orientation both the image and the curve let are 
transformed into Fourier domain. The product of curve let 
and the image are obtained in the fourier domain. Inverse 
FFT is applied to the above product to obtain a set of curve let 
coefficients. In order to perform IFT the trapezoidal wedge 
thus obtained from the frequency response of a curve let is 
wrapped into a rectangular support. The spectrum inside 
the wedge is tilted periodically. Thus the rectangular region 
collects the wedge’s fragmented portions by periodic tilting. 

II. Importance of Curvelets Over Wavelets

	 Curvelets will be superior over wavelets in following 
cases:

i)	 This transform is optimally sparse representation of 
Objects with edges.

ii) 	This transform is optimal image reconstruction in severely 
ill-posed problems.

ii)	 This transform is optimal sparse representation of wave 
propagators.[3]

A.Continuous Curvelet Transform

    The Continuous Curvelet Transform has gone through 
twomajor revisions. The first Continuous Curvelet Transform     
(commonly referred to as the “Curvelet ’99” transform now) 
used a complex series of steps involving the ridgelet analysis 
of the radon transform of an image. Performance was 
exceedingly slow. The algorithm was modified in 2003. The 
use of the Ridgelet Transform was discarded, thus reducing 
the amount of redundancy in the transform and increasing the 
speed considerably. 

B. In A Heuristic Argument Is Made  That All Curvelets 
Fall Into One Of Three Categories.

i)   A curvelet whose length-wise support does not intersect

      a discontinuity. The curvelet coefficient magnitude will 
be zero. (Fig. 1.a)

ii)   A curvelet whose length-wise support intersects with a      
discontinuity, but not at its critical angle. The curvelet 
coefficient magnitude will be close to zero. (Fig. 1.b)

iii) A curvelet whose length-wise support intersects with 
a      discontinuity, and is tangent to that discontinuity. The 
curvelet coefficient magnitude will be much larger than      
zero. (Fig. 1.c) [2]

III. Description of Curvelet Transform

	 Basically, curvelet transform extends the ridgelet 
transform to multiple scale analysis. Therefore, let’s start 
from the definition of ridgelet transform. Given an image 
function f(x, y), the continuous ridgelet transform is given as

Where a>0 is the scale, bqR is the translation and q [0,2P] is 
the orientation. The ridgelet is defined as:

   Fig. 2 shows a typical ridgelet [11]. It is oriented at an angle 
θ, and is constant along lines: x•cosq+ y•sinq= const. It can 
be seen that a ridgelet is linear in edge direction and is much 
sharper than a conventional sinusoid wavelet.

Fig.1 Curvelet Type A, Curvelet Type B and Curvelet Type C

Fig.2 A ridgelet waveform.

             A                               B                                    C

 

   

AJES Vol.2 No.1 January-June 2013 10

Arvind Kourav  and  Prashant Singh 



Fig. 3 A single curvelet. & curvelets tuned to different scales and orientations.

Fig. 4 The tiling of frequency plan by curvelets [9]

 For comparison, the 2-D wavelet is given as:

	 As can be seen, the ridgelet is similar to the 2-D wavelet 
except that the point parameters (b1, b2) are replaced by the 
line parameters (b,q. In other words, the two transforms are 
related by:

	 Wavelet : y scale,point-position

	 Ridgelet :  y scale,line-position

	 This means that ridgelet can be tuned to different 
orientations and different scales to create the curvelets,. Fig. 
3 shows a single curvelet and the curvelets tuned to two scales 
and different number of orientations at each scale , curvelets 
have a complete cover of the spectrum in frequency domain. 
That means, there is no loss of information in curvelet 
transform in terms of capturing the frequency information 
from images. Fig. 4  shows the curvelet tiling and cover of 
the spectrum of a 512x512 images with 5 scales [4]. The 
shaded wedge shows the frequency response of a curvelet at 
orientation 4 and scale 4. It can be seen, the spectrum cover 
by curvelets is complete. In contrast, there are many holes in 
the frequency plan of Gabor filters (Fig. 3 bottom).

 

 
 

IV. Application of Curvelet Transform

    In this section, we shall review applications of the curve lets 
in image processing, fluid mechanics, seismic    exploration, 
solving of PDEs, and compressed sensing, to show their 
potential as an alternative to wavelet transforms in some 
scenarios.

A. Image Processing

	 In 2002, the first-generation curvelet transform was 
applied for the first time to image denoising by Starck et al. 
[7], and by Candµes and Guo [8]. The applications of the 
first-generation curvelets were extended to image contrast 
enhancement [11] and astronomical image representation in 
2003, and to fusion of satellite images  in 2005. After the 
effective second-generation curvelet transform [12] had been 
proposed in 2004, the applications of curvelets increased 
very fast in many fields involving image/video presentation, 
denoising and classification. In the firrst model [13], a 
curvelet shrinkage is applied to the noisy data, and the result 
is further processed by a projected total variation diffusion in 
order suppress pseudo-Gibbs artifacts. In the second model 
[14] The curvelet-based methods preserve the edges and 
textures well.

B. Compressed Sensing

    In this we mention a new of applications of the curvelet 
transform is called compressed sensing or compressive 
sampling (CS), an inverse problem with highly incomplete 
measurements. CS [6] is a novel sampling paradigm, which 
carries imaging and compression simultaneously. The CS 
theory says that a compressible unknown signal can be 
recovered by a small number of random measurements using 
scarcity -promoting nonlinear recovery algorithms. The 
number of necessary measurements is considerably smaller 
than the number of needed traditional measurements that 
satisfy the Shannon/Nyquist sampling theorem, where the 
sampling rate has to be at least twice as large as the maximum 
frequency of the signal. The CS based data acquisition 
depends on its sparsity rather than its bandwidth. CS might 
have an important impact for designing of measurement 
devices in various engineering fields such as medical 
magnetic resonance (MRI) imaging and remote sensing, 
especially for cases involving incomplete and inaccurate 
measurements limited by physical constraints, or very 
expensive data acquisition.
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C. Turbulence Analysis In Fluid Mechanics

	 The curvelets have been applied to study the non-
local geometry of eddy structures and the extraction of 
the coherent vortex field in turbulent fows. Curvelets start 
to influence the field of turbulence analysis and have the 
potential to upstage the wavelet representation of turbulent 
flows addressed in [6]. The multi scale geometric property, 
implemented by means of curvelets, provides the framework 
for studying the evolution of the structures associated to the 
main ranges of scales defined in Fourier space, while keeping 
the localization in physical space that enables a geometrical 
study of such structures.

V. Conclusion

	 This paper present a review of Curvelet transform 
comprehensive insight into the different applications where 
it is being applied to. With more vehement research and 
expansion of scope, Curvelets can be applied to diverse fields 
so that revolutionary results can be obtained. This shows that 
the Curvelet Transforms are more suitable for the image data 
to represent the singularities over geometric structures in the 
image, than the Wavelet counterpart. Curvelet is designed 
to age data to represent handle the singularities on curves . 
Wavelets are effective for point singularities.

VI. Future Scope

1) 	 The computational cost of curvelets is higher than that 
of wavelets. Software that would be able to implement 
fast curvelet algorithm that reduce the computational 
time have continued to be a burgeoning area of research. 
The application of Curvelets in 3D has also become a 
promising area of research.

2) 	 Currently, the curvelets are constructed in Fourier 
domain. There is no explicit space-domain formulation 
for curvelets. This brings troubles in many applications 
such as numerical modeling of PDEs. How to build 
a space-domain formulation of curvelets remains a 
challenge.

3) 	 Rotation and scale invariance will be investigated 
to further improve curvelet retrieval performance. 
Application of curvelet feature in color image retrieval 
and semantic learning will also be investigated.

4) How to explore suitable thresholding functions that 
incorporate and exploit the special characteristics of 

the curvelet transform? This issue is very important for 
curvelet applications involving edge detection, denoising, 
and numerical simulation.

5) Curvelet tansform can we use for Criminal investigation 
and forensic application in this the image recognition 
from all angle of body and motion of body also becomes 
area of research.

References

[1]	 E. Gomathi and K. Baskaran “Face Recognition Fusion Algorithm 
Based on Wavelet” European Journal of Scientific Research ISSN 
1450-216 X , Vol.74, No.3, pp. 450-455, 2012.

[2]	 E. Candès and L. Demanet, “The curvelet representation of wave 
propagators is optimally sparse,” Commun. Pure Appl.Math., Vol. 58, 
No. 11, pp. 1472–1528, 2005.

[3]	 B. S. Manjunath et al, Color and Texture Descriptors, IEEE 
Transactions CSVT, Vol.11, No.6, pp.703-715, 2001.

[4]	 Akash Tayal and Dhruv Arya” Curvelets and their Future 
Applications” Proceedings of the  National Conference; INDIA 
Com-2011 Computing For Nation Development, March 10-11, 2011 

[5]	 J. Ma, M. Fenn, Combined complex ridgelet shrinkage and total 
variation minimization, SIAM J. Sci. Comput., Vol.28, No.3, pp.984-
1000, 2006.

[6]	 F. Andersson, M. de Hoop, H. Smith, G. Uhlmann, “A multi-scale 
approach to hyperbolic evolution equations with limited smoothness”, 
Comm. Partial Differential Equations, Vol.33, pp.988-1017, 2008.

[7]	 E. Candµes, F. Guo, “New multiscale transforms, minimum 
total variation synthesis: applications to edge-preserving image 
reconstruction”, Signal Process., Vol.82, No.11, pp. 1519-1543, 
2002.

[8]	 J. Starck, E. Candµes, D. Donoho, “The curvelet transform for image 
denoising”, IEEE Trans.Image Process, Vol.11, pp. 670-684, 2002.

[9]	 A. Majumdar, “Bangla Basic Character Recognition using Digital 
Curvelet Transform”, Journal of Pattern Recognition Research, Vol. 
2, No.1, pp.17-26, 2007.

[10]	 W. Zhao, R. Chellappa, A. Rosenfeld, P.J. Phillips, “Face Recognition: 
A Literature Survey’, ACM Computing Surveys,  pp.399-458, 2003.

[11]	 J. Starck, F. Murtagh, E. Candµes, F. Murtagh, D. Donoho, “Gray and 
color image contrast enhancement by the curvelet transform”, IEEE 
Trans. Image Process, Vol.12, No.6, pp.706-717, 2003.

[12]	 E. Candµes, D. Donoho, “New tight frames of curvelets and optimal 
representations of objects with piecewise singularities, Comm”. Pure 
Appl. Math., Vol.57, pp.219-266, 2004.

[13]	 Hafiz Imtiaz and Shaikh Anowarul Fattah “A Curvelet Domain Face 
Recognition Scheme Based on  Local Dominant   Feature  Extraction” 
International Scholarly Research Network  ISRN Signal Processing  
Volume 2012

[14]	 Tansu  Alpcan , Sonja Buchegger , “ Security   Games     for  Vehicular 
Networks “IEEE Transactions on Mobile computing”, Vol.10, No.2, 
February 2011.

[15]	   Nilima D. Maske, Wani V. Patil “Comparison of Image Compression 
using Wavelet for Curvelet Transform & Transmission over 

AJES Vol.2 No.1 January-June 2013 12

Arvind Kourav  and  Prashant Singh 



Wireless Channel” International Journal of Scientific and Research 
Publications, Vol.2,Issue 5, ISSN 2250-3153 , May 2012

[16]	 Mohammad Saleh Miri and Ali Mahloojifar, “Retinal Image Analysis 
Using Curvelet Transform and Multistructure  Elements Morphology 
by Reconstruction” IEEE Signal Processing Magazine, pp.1183-
1192,  Vol. 58, No. 5 MAY 2011.

[17]	 Jianwei Ma and Gerlind Plonka, “The Curvelet Transform”, IEEE 
Signal Processing Magazine, pp.118-133, MARCH 2010.

[18]	 Truong T. Nguyen and Hervé Chauris,  “Uniform Discrete Curvelet 
Transform” IEEE Signal Processing Magazine, Vol. 58, No. 7, 
pp.3618-3634, JULY 2010.

[19]	 J. Ma, G. Plonka, Combined curvelet shrinkage and nonlinear 
anisotropic diffusion, IEEE Trans. Image Process., Vol.16 No.9, pp. 
2198-2206, 2007.

[20]	 G. Plonka, J. Ma, Nonlinear regularized reaction-diffusion filters 
for denoising of images with textures, IEEE Trans. Image Process., 
Vol.17, No.8, pp.1283-1294, 2008.

[21]	 C. Villegas-Quezada and J. Climent, “Holistic face recognition 
using multivariate approximation, genetic algorithms and adaboost 
classifier: preliminary results,” World Academy of Science, 
Engineering and Technology, Vol. 44, pp. 802–806, 2008.

[22]	 L. L. Shen and L. Bai, “Gabor feature based face recognition 
usingkernal methods,” in Proceedings of the 6th IEEE International 
Conference on Automatic Face and Gesture Recognition (FGR ’04), 
Vol. 6, pp. 386–389, May 2004.

[23]	 M. Zhou and H. Wei, “Face verification using gabor wavelets and 
AdaBoost,” in Proceedings of the 18th International Conference on 
Pattern Recognition (ICPR ’06), Vol. 1, pp. 404–407, August 2006.

[24]	 X. Tan, S. Chen, Z. H. Zhou, and F. Zhang, “Face recognition from a 
single image per person: a survey,” Pattern Recognition, Vol. 39, No. 
9, pp. 1725–1745, 2006.

[25]	 Y. Gao and M. K. H. Leung, “Face recognition using line edge map,” 
IEEE Transactions on Pattern Analysis and Machine Intelligence, 
Vol. 24, No. 6, pp. 764–779, 2002.

[26]	 C. BenAbdelkader and P. Griffin, “A local region-based approach 
to gender classification from face images,” in Proceedings of the 
IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, Vol. 3, pp. 52–57, 2005.

[27]	 T. Ahonen, A. Hadid, and M. Pietikainen, “Face description with 
local binary patterns: application to face recognition,” The IEEE 
Transactions on Pattern Analysis and Machine Intelligence, Vol. 28, 
pp. 2037–2041, 2006.

[28]	  R. Gottumukkal and V. K. Asari, “An improved face recognition 
technique based on modular PCA approach,” Pattern Recognition 
Letters, Vol. 25, No. 4, pp. 429-436, 2004.

[29]	 C. C. Liu and D. Q. Dai, “Face recognition using dual tree complex 
wavelet features,” IEEE Transactions on Image Processing, Vol. 18, 
No. 11, pp. 2593–2599, 2009.

[30]	  H. Imtiaz and S. A. Fattah, “A face recognition scheme using 
wavelet-based local features,” in Proceedings of the IEEE Symposium 
on Computers and Informatics (ISCI ’11), Vol. 2, pp.313-316, 2011.

[31]	 S. Alirezaee, H. Aghaeinia, K. Faez, and F. Askari, “An efficient 
algorithm for face localization,” International Journal of Information 
Technology, Vol. 12, pp. 30-36, 2006.

[32]	 E. Loutas, I. Pitas, and C. Nikou, “Probabilistic Multiple Face 
Detection and Tracking Using Entropy Measures,” IEEE Transactions 

on Circuits and Systems for Video Technology, Vol.14, No. 1, pp. 128-
135, 2004.

[33]	 S. C. Dakin and R. J. Watt, “Biological “bar codes” in human faces,” 
Journal of Vision, Vol. 9, No. 4, article 2, 2009.

[34]	 X. Zhang and Y. Gao, “Face recognition across pose: a review,” 
Pattern Recognition, Vol. 42, No. 11, pp. 2876–2896, 2009.

[35]	 E. Cand`es, L. Demanet, D. Donoho, and L. Ying, “Fast discrete 
curvelet transforms,” Multiscale Modeling and Simulation, Vol.5, 
No. 3, pp. 861–899, 2006.

[36]	 F. M. de, S. Matos, L. V. Batista, and J. V. D. Poel, “Face recognition 
using DCT coefficients selection,” in Proceedings of the 23rd Annual 
ACM Symposium on Applied Computing (SAC ’08), pp. 1753-1757, 
March 2008.

[37]	 X. Y. Jing and D. Zhang, “A face and palmprint recognition approach 
based on discriminant DCT feature extraction,” IEEE Transactions 
on Systems, Man, and Cybernetics, Part Bvol. 34, No. 6, pp. 2405-
2415, 2004

[38]	 J. Starck et al., “Gray and Color Image Contrast Enhancement by the 
Curvelet Transform,” IEEE Trans. Image Processing, Vol. 12, No. 6, 
pp. 706-717, 2003.

[39]	 M. Choi et al., “Fusion of Multispectral and Panchromatic Satellite 
Images Using the Curvelet Transform,” IEEE Geoscience Remote 
Sensing Letters, Vol. 2, No. 2, pp. 136-140, 2005.

[40]	 S. Dekel and A. Sherman, “Curvelets: A Low-Level Framework for 
Computer Vision,” preprint, GE Healthcare, 2008.

[41]	 G. Plonka and J. Ma, “Nonlinear Regularized Reaction-Diffusion 
Filters for Denoising of Images with Textures,” IEEE Trans. Image 
Processing, Vol. 17, No.8, pp.1283–1294, 2008.

[42]	 G. Hennenfent and F. Herrmann, “Seismic Denoising with 
Nonuniformly Sampled Curvelets,” Computing in Science &Eng., 
Vol.8, No.3, pp.16-25, 2006.

[43]	 R. Neelamani et al., “Coherent and Random Noise Attenuation Using 
the Curvelet Transform,” The Leading Edge, Vol. 27, No.2, pp.240-
248, 2008.

[44]	  H. Douma and M. de Hoop, “Leading-Order Seismic Imaging Using 
Curvelets,” Geophysics, Vol. 72, No. 6, pp. S231–S248, 2007.

[45]	 H. Chauris and T. Nguyen, “Seismic Demigration / Migration in the 
Curvelet Domain,” Geophysics, Vol.73, No.2, pp. S35–S46, 2008.

[46]	  Y. Lu and M. N. Do, “Multidimensional directional filter banks and 
surfacelets,” IEEE Trans. Image Process., Vol.16, No.4, pp. 918–
931, 2007.

[47]	 D. Thomson, G. Hennenfent, H. Modzelewski, and F. Herrmann, “A 
parallel windowed fast discrete curvelet transform applied to seismic 
processing,” in Proc. 73th SEG Ann. Meet. Expo. Expand. Abstr., 
2006.48]  L. Demanet and L. Ying, “Curvelets and wave atoms for 
mirror-extended images,” in Proc. SPIE Conf. Wavelet Appl. Signal 
Image Process. XII, Aug 2007.

[49]	 A. Vo and S. Oraintara, “A study of relative phase in complex wavelet 
domain: Property, statistics and applications in texture image retrieval 
and segmentation,” Signal Process.: Image Commun., Vol. 25, pp.28-
46, 2010.

[50]	 Y. Rakvongthai and S. Oraintara, “Statistics and dependency analysis 
of the uniform discrete curvelet coefficients and hidden markov tree 
modeling,” in Proc. IEEE Int. Symp. Circuits Syst. (ISCAS’09), 
Taipei, pp. 525-528, May 2009.

13 AJES Vol.2 No.1 January-June 2013

Review on Curvelet Transform and Its Applications


